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Definition (metric space). LetM be a set. A function d : M×M → R+

satisfying for all (u, v, w) ∈M3,
1. d(u, v) = 0 ⇔ u = v;
2. d(v, u) = d(u, v);
3. d(u,w) ≤ d(u, v) + d(v, w) (triangular inequality),
is called a metric (or a distance) onM. A setM endowed with a metric is
called a metric space.

Example 1: some useful metrics onM = Rn

• Euclidean distance: d2(x,y) :=
(∑N

i=1 |xi − yi|2
)1/2

;

• Taxi (or Manhattan) distance: d1(x,y) :=
∑N

i=1 |xi − yi|2;

• SNCF (or British Rail) distance: dSNCF(x,y) = d2(x,0) + d2(0,y) for x 6= y.

None of these metrics is a priori better than the other ones. In practice,
one has to choose an appropriate metric for the specific problem (QOI,
numerical method) under consideration.
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Example 2: some metrics onM =

{
ρ : [0, 1]→ R, ρ cont., ρ ≥ 0,

ˆ 1

0

ρ = 1

}
• dLp(ρ1, ρ2) :=

(ˆ 1

0

|ρ1(x)− ρ2(x)|p dx
)1/p

, 1 ≤ p < +∞;

• dL∞(ρ1, ρ2) = dC0(ρ1, ρ2); = max
x∈[0,1]

|ρ1(x)− ρ2(x)|;

• d√
H1(ρ1, ρ2) :=

(ˆ 1

0

|
√
ρ1(x)−

√
ρ2(x)|2 dx +

ˆ 1

0

∣∣∣∣d√ρ1dx
(x)−

d
√
ρ2

dx
(x)

∣∣∣∣2dx
)1/2

.

Note that d√
H1 is an extended metric: it takes values in R+ ∪ {+∞}.

∀(ρ1, ρ2) ∈M×M, dL1(ρ1, ρ2) ≤ dLp(ρ1, ρ2), dL1(ρ1, ρ2) ≤ 2d√
H1(ρ1, ρ2),

|q1(ρ0N)−q1(ρ0)| ≤ dL1(ρ
0
N , ρ

0), |q2(ρ0N)−q2(ρ0)| ≤
(
q2(ρ

0
N) + q2(ρ

0)
)
d√

H1(ρ
0
N , ρ

0),

ρ0(x) = 1, ρ0N(x) = 1+
sin(Nπx)

1 +
√
N
, dLp(ρ

0
N , ρ

0) −→
N→+∞

0, q2(ρ
0) = 0, q2(ρ

0
N) −→

N→+∞
+∞.



1 - Metric spaces 5
.

Topology of metric spaces

Let (M, d) be a metric space.

Definition (open subsets ofM). A subset U ofM is called open if

∀v ∈ U, ∃ε > 0 | B(v, ε) := {w ∈M | d(v, w) < ε} ⊂ U.

Definition (closed subsets ofM). A subset F ofM is called closed ifM\ F is open.

Proposition.
• A union of open subsets ofM is an open subset ofM.
• An intersection of closed subsets ofM is a closed subset ofM.

Definition (closure of a subset ofM). Let A ⊂ M. The closure of A is the
subset ofM denoted by A and defined as the smallest closed subset ofM
containing A.

Definition (dense subsets ofM). A subsetD ofM is called dense ifD =M.

Closed subsets and dense subsets play key roles in approximation theory.
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Topology of metric spaces (continued)

Definition (bounded subsets ofM). A subset B ofM is called bounded if

diam(B) := sup
(v,w)∈B×B

d(v, w) <∞.

Definition (converging sequences). A sequence (vn)n∈N of elements of M
converges inM (endowed with the metric d) if there exists v ∈ V s.t.

d(vn, v) −→
n→∞

0.

If such a v exists, it is unique and is called the limit of the sequence (vn)n∈N.
We denote vn −→

n→∞
v inM (implicitly endowed with the metric d).

Definition (continuous functions). Let (M1, d1) and (M2, d2) be two metric
spaces. A function f :M1 →M2 is continuous if

vn −→
n→∞

v inM1 ⇒ f (vn) −→
n→∞

f (v) inM2.
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Topology of metric spaces (continued)

Theorem (characterization of closed subsets and dense subsets in metric spaces).
• A subset F of M is closed if and only if the limit of any sequence of

elements of F which converges inM is in F .
• A subset D ofM is dense if any point ofM is the limit of a sequence of

elements of D.

Examples
• Q is not closed in R but is dense in R;
• let us endow C0([0, 1],R) := {v : [0, 1]→ R, v continuous} with the metric

dC0(v, w) := max
x∈[0,1]

|v(x)− w(x)|.

Let P := {v : [0, 1]→ R, v polynomial function}.

Then, P is an (infinite dimensional) vector subspace ofC0([0, 1],R), which
is not closed, but is dense (Weierstrass approximation theorem).
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Notion of completeness

Let (M, d) be a metric space.

Definition (Cauchy sequences). A sequence (vn)n∈N of elements of M is
called Cauchy if

∀ε > 0, ∃N ∈ N s.t. ∀q ≥ p ≥ N, d(up, uq) ≤ ε.

Any converging sequence is Cauchy, but the converse is not always true!

Definition (completeness). The metric space (M, d) is called complete if
any Cauchy sequence of elements ofM converges (to an element ofM).

Important remark:
1. if a metric space (M, d) is not complete, it usually means thatM is not

the right set to consider;
2. any metric space (M, d) can be embedded in a "canonical" way into a

complete metric space (M̃, d̃), called the completed space, such thatM
is dense in M̃ and d̃ = d onM×M (ex: (R, d2) is the completed of (Q, d2)).



2 - Normed vector spaces

Normed vector spaces are special, very important, instances of metric spaces.

In this section, K denotes R or C.
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Definition (K-vector space). A K-vector space is a set V endowed with
1. an addition law V ×V 3 (u, v) 7→u + v∈V such that (V,+) is an abelian group;
2. a scalar multiplication law K× V 3 (λ, v) 7→ λv ∈ V ,
such that for all (λ, µ, v, w) ∈ K×K× V × V ,

λ(µv) = (λµ)v, 1v = v, λ(v + w) = λv + λw, (λ + µ)v = λv + µv.

The elements of a vector space are called vectors.

Definition (basis and dimension). Let V be a K-vector space. A family
(e1, · · · , ed) of d elements of V is called a basis of V if for any v ∈ V , there
exists a unique (λ1, · · · , λd) ∈ Kd such that

v =

d∑
i=1

λivi.

If V admits a basis, then all the bases of V have the same cardinality. This
number is called the dimension of V .

If V does not admit a basis, it is called an infinite dimensional vector space.
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Examples of vector spaces:

• Kd is a d-dimensional K-vector space;
• the set Km×n of matrices of size m× n is a K-vector space of dimension mn;

• the set of real square matrices of size n× n is an R-vector space of dim. n(n+1)
2 ;

• the set

Pn := {v : [0, 1]→ K, v polynomial function of degree ≤ n}
is an K-vector space of dimension n + 1;
• the set

P∞ := {v : [0, 1]→ K, v polynomial function}
is an infinite dimensional K-vector space;
• the set

C0([0, 1],K) := {v : [0, 1]→ K, v continuous}
is an infinite dimensional K-vector space.
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Definition (norm). Let V be a K-vector space (K = R or C). A norm on V
is a mapping ‖ · ‖ : V → R+ satisfying for all (λ, v, w) ∈ K× V × V ,

‖λv‖ = |λ| ‖v‖, ‖v + w‖ ≤ ‖v‖ + ‖w‖, (‖v‖ = 0⇔ v = 0) .

A norm ‖ · ‖ on V defines a metric on V

The distance between two elements v andw of V (for the norm ‖·‖) is defined as

d(v, w) = ‖v − w‖.

Example (finite dimensional case): V = Kn

• lp-norm: ‖x‖p :=

∑
1≤i≤d

|xi|p
1/p

, 1 ≤ p <∞;

• l∞-norm: ‖x‖∞ := max
1≤i≤n

|xi|
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Definition (norm). Let V be a K-vector space (K = R or C). A norm on V
is a mapping ‖ · ‖ : V → R+ satisfying for all (λ, v, w) ∈ K× V × V ,

‖λv‖ = |λ| ‖v‖, ‖v + w‖ ≤ ‖v‖ + ‖w‖, (‖v‖ = 0⇔ v = 0) .

A norm ‖ · ‖ on V defines a metric on V

The distance between two elements v andw of V (for the norm ‖·‖) is defined as

d(v, w) = ‖v − w‖.

Example (infinite dimensional case): V = C0([0, 1],K).

• Lp-norm (1 ≤ p <∞): ‖v‖Lp :=

(ˆ 1

0

|v|p
)1/p

;

• L∞-norm (or C0-norm): ‖v‖L∞ = ‖v‖C0 := sup
x∈[0,1]

|v(x)|.
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Definition (equivalence of norms). Let V be a vector space and ‖ · ‖1 and
‖ · ‖2 be two norms on V . The norms ‖ · ‖1 and ‖ · ‖2 are equivalent if there
exist 0 < c ≤ C <∞ such that

∀v ∈ V, c‖v‖1 ≤ ‖v‖2 ≤ C‖v‖1.

Importance of the notion of equivalent norms. Two equivalent norms give
rise to the same topology. In particular,
• they lead to the same set of open (resp. closed, dense, bounded, ...) sets;
• if a sequence converges for one of the norms, it converges for the other

one, and the limits are the same.

Theorem. All the norms of a finite dimensional vector space are equivalent.

Example of non-equivalent norms: let V = C0([0, 1],K) (dim(V ) =∞) and
vn(x) =

√
2n + 1 xn ∈ V . The sequence (vn)n∈N

• converges to 0 for any Lp-norm with 1 ≤ p < 2;
• is bounded, but does not converge, for theL2-norm (‖vn‖L2 = 1 for all n ∈ N);
• goes to infinity in any Lp-norm with 2 < p ≤ ∞.
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Let V and W be two normed K-vector spaces.

Definition (linear maps). A mapping A : V → W is called linear if

∀(λ, µ, u, v) ∈ K×K× V × V, A(λu + µv) = λAu + µAv.

Definition (kernel and range of a linear map). The vector subspaces

Ker(A) = {v ∈ V | Av = 0} and Ran(A) = {w ∈ W | ∃v ∈ V s.t. Av = w}
are respectively called the kernel and the range (or the image) of A.

Theorem. A linear map A : V → W is continuous if and only if

‖A‖B(V ;W ) := sup
v∈V \{0}

‖Av‖W
‖v‖V

<∞.

A continuous linear map therefore maps bounded sets of V into bounded
sets of W . For this reason, it is often called a bounded linear operator. The
set B(V ;W ) of bounded linear operators from V toW is a vector space and
‖ · ‖B(V ;W ) is a norm on B(V ;W ).
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Definition (dual of a normed vector space). A linear map L : V → K is
called a linear form. The set of continuous linear forms on V is a normed
vector space called the (topological) dual of V and denoted by V ′.

In infinite dimensional vector spaces, not all linear maps are continuous!

Example: let V = C0([0, 1],K) and L : V → K be defined by Lv = v(0).
• the linear form L is continuous, and is therefore an element of V ′, if V is

endowed with the norm ‖ · ‖C0 since

|Lv| = |v(0)| ≤ ‖v‖C0;

• on the other hand, it is not continuous if V is endowed with the L1-norm.
Consider for instance the sequence (vn)n∈N of elements of C0 defined by
vn(x) = e−nx and v(x) = 0. We have

‖vn − v‖L1 =
1− e−n

n
−→
n→∞

0 while Lvn = 1 and Lv = 0.
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Banach spaces

Definition (Banach space). A complete normed vector space is called a
Banach space.

Examples:
• Any finite-dimensional vector space, endowed with any norm, is a Ba-

nach space.
• If K is a closed bounded subset of Rd (that is a compact subset of Rd),

then C0(X,K), endowed with the norm defined by

‖u‖C0 = max
x∈X
|u(x)|

is a Banach space.

Theorem. If V and W are two normed vector spaces, and if W is a Banach
space, then B(V,W ), endowed with the norm ‖ · ‖B(V,W ), is a Banach space.

In particular, the dual V ′ of a normed vector space V is always a Banach
space.
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Lp spaces

• For any 1 ≤ p <∞, the mapping

v 7→ ‖v‖Lp :=

(ˆ
Rd
|v|p
)1/p

defines a norm on

C0
c (Rd,K) :=

{
v ∈ C0(Rd;K) | v = 0 outside some bounded set

}
,

but C0
c (Rd,K), endowed with the norm ‖ · ‖Lp, is not complete.

• Its completed space is the vector space

Lp(Rd,K) :=

{
u : Rd → K |

ˆ
Rd
|u|p <∞

}
,

which, endowed with the norm ‖ · ‖Lp, is a Banach space.

• Technical details:

– one must use the Lebesgue integral (doesn’t work with Riemann integral);
– the elements of Lp(Rd) are in fact equivalence classes of measurable functions (for the Lebesgue

measure) for the equivalence relation u ∼ v iff u = v everywhere except possibly on a set of Lebesgue
measure equal to zero.



3 - Hilbert spaces

"Each quantum system is associated with a separable complex Hilbert spaceH."

A separable complex Hilbert space is a setH
• endowed with a C-vector space structure;
• endowed with a scalar product 〈·|·〉;
• complete for the norm ‖ · ‖ associated with the scalar product 〈·|·〉;
• admitting a countable dense subset.

In this section, K denotes R or C.
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Definition (scalar product on real vector spaces). Let V be an R-vector
space. A scalar product on V is a symmetric, positive definite, bilinear
form on V × V .
In other words, a scalar product on V is a mapping

V × V → R
(v, w) 7→ (v, w)V

satisfying the following properties:
• bilinearity: for all (λ, v, v′, w, w′) ∈ R× V × V × V × V ,

(v + v′, w)V = (v, w)V + (v′, w)V , (λv, w)V = λ(v, w)V ,

(v, w + w′)V = (v, w)V + (v, w′)V , (v, λw)V = λ(v, w)V ;

• symmetry: for all (v, w) ∈ ×V × V, (w, v)V = (v, w)V ;
• positive definiteness: ∀v ∈ V, (v, v)V ≥ 0 and (v, v)V = 0⇔ v = 0.

Theorem (norm associated with a scalar product). The map ‖·‖V : V → R+

defined by ‖v‖V = (v, v)
1/2
V is a norm on V and it holds

∀(v, w) ∈ V, |(v, w)V | ≤ ‖v‖V ‖w‖V (Cauchy-Schwarz inequality).
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Definition (scalar product on complex vector spaces). Let V be a C-vector
space. A scalar product on V is a skew-symmetric, positive definite, sesqui-
linear form on V × V .
In other words, a scalar product on V is a mapping

V × V → R
(v, w) 7→ (v, w)V

satisfying the following properties:
• sesquilinearity: for all (λ, v, v′, w, w′) ∈ C× V × V × V × V ,

(v + v′, w)V = (v, w)V + (v′, w)V , (λv, w)V = λ(v, w)V ,

(v, w + w′)V = (v, w)V + (v, w′)V , (v, λw)V = λ(v, w)V ;

• skew-symmetry: for all (v, w) ∈ ×V × V, (w, v)V = (v, w)V ;
• positive definiteness: ∀v ∈ V, (v, v)V ≥ 0 and (v, v)V = 0⇔ v = 0.

Theorem (norm associated with a scalar product). The map ‖·‖V : V → R+

defined by ‖v‖V = (v, v)
1/2
V is a norm on V and it holds

∀(v, w) ∈ V, |(v, w)V | ≤ ‖v‖V ‖w‖V (Cauchy-Schwarz inequality).
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Definition (Hilbert space). A Hilbert space is a vector space V endowed
with a scalar product (·, ·)V and complete for the associated norm ‖ · ‖V .

Example: all finite dimensional K-vector spaces equipped with a scalar
product are Hilbert spaces.

• Endowed with the Euclidean scalar product, Rn is a Hilbert space:

(x,y)2 =

n∑
i=1

xiyi, ‖x‖2 = (x,x)
1/2
2 =

(
n∑
i=1

|xi|2
)1/2

.

• Let S ∈ Rn×n be a positive definite symmetric matrix
(Sji = Sij for all 1 ≤ i, j ≤ n and xTSx > 0 for all x ∈ Rn \ {0}).

Then (x,y)S = xTSy defines a scalar product on Rn and

∀x ∈ Rn, λ1(S)‖x‖2 ≤ ‖x‖S ≤ λd(S)‖x‖2,
where λ1(S) ≤ λ2(S) ≤ · · · ≤ λn(S) are the eigenvalues of S.
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Bra-ket notation and Riesz representation theorem

In QM, vectors of the Hilbert spaceH are denoted by kets: |ψ〉

To each ket |ψ〉 ∈ H is associated the bra 〈ψ| ∈ H′ defined by

∀|φ〉 ∈ H, 〈ψ|(|φ〉) := 〈ψ|φ〉.

Theorem (Riesz representation theorem). The antilinear map

H → H′

|ψ〉 7→ 〈ψ|
is antiunitary (it is a bijective isometry), and therefore allows one to iden-
tifyH (the set of "kets") withH′ (the set of "bras").

Definition-Theorem (adjoint of a bounded linear operator). Let V and W
be Hilbert spaces and A ∈ B(V ;W ). The map A∗ ∈ B(W ;V ) defined by

∀(v, w) ∈ V ×W, 〈v|A∗w〉V = 〈Av|w〉W ,
is called the adjoint ofA. We have Ker(A∗) = Ran(A)⊥ and Ran(A∗) = Ker(A)⊥.
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Separability and orthonormal bases

LetH be a Hilbert space.

Definition (separable Hilbert space). H is called separable if it admits a
countable dense subset.

Definition (orthonormal basis). A family (en)n∈N withN finite or countable
is called an orthonormal basis ofH if
• 〈en|em〉 = δmn for all m,n ∈ N ;

• for all v ∈ H, we have v =
∑
n∈N

〈en|v〉 en and ‖v‖2 =
∑
n∈N

|〈en|v〉|2 (Parseval).

Theorem. H is separable if and only if it admits an orthonormal basis.
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Example: the space L2(Rd,K).
• The map

(u, v) 7→ (u, v)L2 :=

ˆ
Rd
u(x) v(x) dx

defines a scalar product on

C∞c (Rd,K) :=
{
v ∈ C∞(Rd,K) | v = 0 outside some bounded set

}
,

but C∞c (Rd,K), endowed with the scalar product (·, ·)L2, is not complete.

• Its completed space is the vector space

L2(Rd,K) :=

{
u : Rd → K |

ˆ
Rd
|u|2 <∞

}
.

Endowed with the scalar product (u, v)L2, it is a separable Hilbert space.

• Technical details:

– one must use the Lebesgue integral (doesn’t work with Riemann integral);
– the elements of L2(Rd,K) are in fact equivalence classes of measurable functions (for the Lebesgue

measure) for the equivalence relation u ∼ v iff u = v everywhere except possibly on a set of Lebesgue
measure equal to zero.
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Example: the Sobolev spaces H1(Rd,K) and H2(Rd,K).

• The sets

H1(Rd,K) :=
{
u ∈ L2(Rd,K) | ∇u ∈ (L2(Rd,K))d

}
,

H2(Rd,K) :=
{
u ∈ L2(Rd,K) | ∇u ∈ (L2(Rd),K)d and D2u ∈ (L2(Rd),K)d×d

}
are vector spaces. Respectively endowed with the scalar products

(u, v)H1 :=

ˆ
Rd
uv +

ˆ
Rd
∇u · ∇v,

(u, v)H2 :=

ˆ
Rd
uv +

ˆ
Rd
∇u · ∇v +

ˆ
Rd
D2u : D2v,

they are separable Hilbert spaces.
• Technical detail: the gradient and the second derivatives are defined by means of distribution theory.

Remark. Let u ∈ H1(Rd,K). A function ũ ∈ H1(Rd,K) can be a very
accurate approximation of u in L2 and a terrible approximation of u in H1.

For instance, let u(x) = 1
1+x2

and un(x) =
(

1 + sin(n2x2)
n

)
u(x). The sequence

(un)n∈N∗ converges to u in L2(R,R) and goes to infinity in H1(R,R).
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Theorem (orthogonal projection on closed vector subspaces). Let F be a
closed vector subspace of a Hilbert space V . Then,
1. for any v ∈ V , there exists a unique point of F , denoted by ΠF (v) and

called the orthogonal projection of v on F such that

‖v − ΠF (v)‖V = min
w∈F
‖v − w‖V ;

2. the vector ΠF (v) is characterized by

ΠF (v) ∈ F and v−ΠF (v) ∈ F⊥ := {w ∈ V | (w, z)V = 0 for all z ∈ F} ;

3. the mapping v 7→ ΠF (v) is a linear orthogonal projector, i.e. ΠF : V → V
is a bounded linear operator on V satisfying

Π2
F = ΠF = Π∗F .

Besides, Ran(ΠF ) = F and Ker(ΠF ) = F⊥.

Application: best approximation of a function f ∈ H2(R3) by a gaussian-
polynomial of total degree ≤ n centered at zero, for the L2, H1 and H2

norms.



4 - Differential calculus in Hilbert spaces

For brevity, we will limit ourselves to the setting of real Hilbert spaces.

All the results presented here can be extended to complex Hilbert spaces.

All these results, except the ones involving the notion of gradient, can be
extended to normed K-vector spaces.
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Definition (derivative of a function at a point). Let V , W be Hilbert spaces,
F : V → W , and v ∈ V . The function F is called differentiable at v, if there
exists a continuous linear map dvF : V → W such that in the vicinity of v,

F (v + h) = F (v) + dvF (h) + o(h),

which means

∀ε > 0, ∃η > 0 s.t. ∀h ∈ V s.t. ‖h‖V ≤ η, ‖F (v+h)−F (v)−dvF (h)‖W ≤ ε‖h‖V .
If such a linear map dvF exists, it is unique. It is called the derivative of F at v.

Definition (differentiable and C1 functions). F is called differentiable if F
is differentiable at each point of V . In this case, the mapping

dF : V −→ B(V ;W )

v 7→ dvF

is called the derivative of F . F is called of class C1 on V if dF is continuous.

Remark. One can similarly define the derivative of a function F : U → W ,
where U is an open subset of V (that is U = V \ F , where F is a closed
subset of V ).
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Theorem (Riesz). Let V be a Hilbert space and l : V → R a continuous
linear map. Then there exists a unique vector w ∈ V such that

∀v ∈ V, l(v) = (w, v)V .

Definition (gradient). Let V be a Hilbert space endowed with the scalar
product (·, ·)V , U an open subset of V and E : U → R a function differen-
tiable at v ∈ U .

The unique vector of V denoted by∇E(v) and defined by

∀h ∈ V, dvE(h) = (∇E(v), h)V (by means of Riesz theorem)

is called the gradient of E at v.
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Gradient of a function E : Rd → R

The above abstract definition of the gradient agrees with the usual one
when V = Rd endowed with the Euclidean scalar product:

∀h ∈ Rd, E(x+h) = E(x)+

d∑
i=1

∂E

∂xi
(x)hi+o(h) = E(x)+∇E(x)·h+o(h)

with ∇E(x) =



∂E

∂x1
(x)

·
·
·

∂E

∂xd
(x)


.

If Rd is endowed with the scalar product (x,y)S := xTSy, where S ∈ Rd×d

is a positive definite symmetric matrix, then the gradient of E, which we
will denote by∇SE(x), is related to the Euclidean gradient∇E(x) by

∇SE(x) = S−1∇E(x).
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Geometric interpretation of the gradient

Let E : V → R of class C1, v ∈ V and α = E(v). If ∇E(v) 6= 0, then
• in the vicinity of v, the level set

Cα := {w ∈ V | E(w) = α}
is a C1 hypersurface (a codimension 1 C1 manifold);
• the vector∇E(v) is orthogonal to the affine hyperplane tangent to Cα at
v and points toward the steepest ascent direction.
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Example (Yukawa functional): V = H1(Rd) =
{
v ∈ L2(Rd) | ∇v ∈ (L2(Rd))d

}
E(v) =

1

2

ˆ
Rd
|∇v|2 +

1

2

ˆ
Rd
v2 −

ˆ
Rd
fv, f ∈ L2(Rd) given.

Let v ∈ V and h ∈ V . We have

E(v + h) =
1

2

ˆ
Rd
|∇(v + h)|2 +

ˆ
Rd

(v + h)2 −
ˆ
Rd
f (v + h)

=
1

2

ˆ
Rd
|∇v|2+

ˆ
Rd
∇v · ∇h+

1

2

ˆ
Rd
|∇h|2+

1

2

ˆ
Rd
v2+

ˆ
Rd
vh+

1

2

ˆ
Rd
h2−
ˆ
Rd
fv−
ˆ
Rd
fh

= E(v) +

ˆ
Rd
∇v · ∇h +

ˆ
Rd
vh−

ˆ
Rd
fh +

1

2

ˆ
Rd
|∇h|2 +

1

2

ˆ
Rd
h2

with∣∣∣∣ˆ
Rd
∇v · ∇h +

ˆ
Rd
vh−

ˆ
Rd
fh

∣∣∣∣ ≤ Cv,f‖h‖H1,

∣∣∣∣12
ˆ
Rd
|∇h|2 +

1

2

ˆ
Rd
h2
∣∣∣∣ =

1

2
‖h‖2H1 = o(h).

Therefore, E is differentiable at v and

∀h ∈ V, dvE(h) =

ˆ
Rd
∇v · ∇h +

ˆ
Rd
vh−

ˆ
Rd
fh.
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Example (Yukawa functional - continued)

The gradient of E at v therefore is the function w ∈ H1(Rd) characterized by

∀h ∈ V = H1(R3), (w, h)H1 = dvE(h) =

ˆ
R3
∇v · ∇h +

ˆ
R3
vh−

ˆ
Rd
fh.

To compute w = ∇E(v), we have to solve the linear elliptic problem{
seek w ∈ V such that
∀h ∈ V, a(w, h) = L(h)

with

a(w, h) =

ˆ
R3
∇w·∇h+

ˆ
R3
wh and L(h) =

ˆ
R3
∇v·∇h+

ˆ
R3
vh−
ˆ
R3
fh,

or equivalently the PDE

seek w ∈ H1(R3) such that −∆w + w = −∆v + v − f.
Therefore

[∇E(v)](x) = v(x)−
ˆ
R3

e−|x−y|

4π|x− y|
f (y) dy.



5 - Optimization in Hilbert spaces

For brevity, we will limit ourselves to the setting of real Hilbert spaces.

All the results presented here can be extended to complex Hilbert spaces.
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A simple result: 1D unconstrained optimization

If E : R → R is differentiable, the set of the local minimizers of E is
included in the set C = {x ∈ R | E ′(x) = 0} of the critical points of E.

Local maximizer

Global minimizer
Local minimizers

Critical points

Goal: extend this result to unconstrained and constrained optimization in
finite or infinite dimensional Hilbert spaces.
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Unconstrained optimization in Hilbert spaces

Theorem. Let V be a Hilbert space and E : V → R a differentiable func-
tion. The set of the local minima of E is included in the set

C = {v ∈ V | dvE = 0} = {v ∈ V | ∇E(v) = 0}
of the critical points of E.



5 - Optimization in Hilbert spaces 38
.

Example: V = R2 (endowed with the Euclidean scalar product)

E(x1, x2) = (x31 + x22) exp(−(x21 + x22))

∇E(x) =

(
x1
(
3x1 − 2x31 − 2x22

)
e−(x

2
1+x

2
2)

2x2
(
1− x31 − x22

)
e−(x

2
1+x

2
2)

)
= 0 ⇔ (x1, x2) =

∣∣∣∣∣∣
(0, 0)

(±
√
3/2, 0)

(0,±1)
(2/3,±

√
19/27)
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Example: back to the Yukawa functional

inf
v∈H1(R3)

E(v) where E(v) =
1

2

ˆ
Rd
|∇v|2+1

2

ˆ
Rd
v2−
ˆ
Rd
fv, f ∈ L2(Rd) given.

Since [∇E(v)](x) = v(x)−
´
R3

e−|x−y|

4π|x−y| f (y) dy, the unique critical point of E
in H1(R3) is

u(x) =

ˆ
R3

e−|x−y|

4π|x− y|
f (y) dy,

which is a solution to the Yukawa equation −∆u + u = f on R3.

u is in fact the unique global minimizer of E on H1(R3) (strict convexity
argument), and the unique tempered distribution solution to−∆u+u = f .

Remark. The 3D Poisson equation −∆u = f is more complicated to handle:
• for f ∈ L2(R3), it may have no solution even in the sense of distributions;
• if it has one solution, it has infinitely many;
• for e.g. f ∈ C∞c (R3), the physical solution is the unique minimizer of

E(v) := 1
2

´
R3 |∇v|2−

´
R3 fv on W 1(R3) :=

{
v | ∇v ∈ (L2(R3))3, v(x)

(1+|x|2)1/2 ∈ L
2(R3)

}
.
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Equality constrained optimization. Let V and W be Hilbert spaces s.t.
dim(W ) <∞,E : V → R, g : V → W . Consider the optimization problem

inf
v∈K

E(v) where K = {v ∈ V | g(v) = 0} .

Definition (qualification of the constraints). The equality constraints g = 0
are called qualified at u ∈ K if dug : V → W is surjective (i.e. Ran(dug) = W ).

Theorem (Euler-Lagrange theorem). Let u ∈ K be a local minimum of E on

K = {v ∈ V | g(v) = 0} .
Assume that
1. E is differentiable at u and g is C1 in the vicinity of u;
2. the equality constraint g(v) = 0 is qualified at u.

Then, there exists a unique λ ∈ W such that

∀h ∈ V, duE(h) = (λ, dug(h))W or equivalently ∇E(u) = dug
∗(λ),

where dug∗ is the adjoint of dug. λ is called the Lagrange multiplier of the
constraint g = 0.



5 - Optimization in Hilbert spaces 41
.

Euler-Lagrange equations

Assume that the constraints are qualified at any point of K. Then solving seek (u, λ) ∈ V ×W such that
∇E(u)− dug∗(λ) = 0
g(u) = 0

(1)

allows one to find all the critical points (among which the local minimizers
and the local maximizers) of E on K.

The solutions of the Euler-Lagrange equations (1) are called the critical
points of E on K.

Remark : if dim(V ) = d < ∞ and dim(W ) = m < ∞, then the above
problem consists of (d+m) scalar equations with (d+m) scalar unknowns.

Remark. Equations (1) are equivalent to seeking (u, λ) ∈ V ×W such that
∂L

∂v
(u, λ) = 0,

∂L

∂µ
(u, λ) = 0, where L(v, µ) := E(v)−(µ, g(v))W (Lagrangian).
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A simple 2D example

g(u)

K

u

E(u)

On K = g−1(0) = {v ∈ V | g(v) = 0}, the function E possesses
• two local minimizers, all global
• two local maximizers, among which the global maximizer
• one critical point which is neither a local minimizer not a local maxi-

mizer.
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Sketch of the proof

• Let u be a local minimizer of E on K = g−1(0) = {v ∈ V | g(v) = 0} and
α = E(u).

• If the constraint g = 0 is qualified at u (i.e. if dug : H → K is surjective),
then, in the vicinity of u, K is a C1 manifold with tangent space

TuK = {h ∈ H | dug(h) = 0} = Ker(dug).

• Since u is a minimizer of E on K, the vector∇E(u) must be orthogonal
to TuK. Indeed, for any h ∈ TuK, there exists a C1 curve φ : [−1, 1]→ V
drawn on K such that φ(0) = u et φ′(0) = h, and we have

0 ≤ E(φ(t))− E(u) = E(u + th + o(t))− E(u) = t∇E(u) · h + o(t).

•We have

∇E(u) ∈ (TuK)⊥ = (Ker(dug))⊥ = Ran(dug∗) = Ran(dug
∗) since dim(W ) <∞.

• Therefore, there exists λ ∈ W such that∇E(u) = dug
∗(λ).
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Most often, Lagrange multipliers have a "physical" interpretation

• statistical mechanics, the equilibrium state of a chemical system inter-
acting with its environment is obtained by maximizing the entropy un-
der the constraints that the energy, the volume and the concentration of
chemical species are given on average:

→ the Lagrange multipliers are respectively 1/T , P/T and µi/T
(T : temperature, P : pressure, µi chemical potential of species i)

• fluid mechanics, the admissible dynamics of an incompressible fluid are
the critical points of the action under the constraint that the density of
the fluid remains constant (div (u) = 0)

→ the Lagrange multiplier of the incompressibility constraint is the
pressure field.
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Analytical derivatives

∀x ∈ Rd, W (x) = inf {E(x, v), v ∈ V, g(x, v) = 0} (2)

with E : R× V → R, g : R× V → W , V , W Hilbert spaces, dim(W ) <∞.

Assume (2) has a unique minimizer v(x) and x 7→ v(x) is regular. Then,

W (x) = E(x, v(x)) ⇒ ∂W

∂xi
(x) =

∂E

∂xi
(x, v(x)) +

∂E

∂v
(x, v(x))

(
∂v

∂xi
(x)

)
,

g(x, v(x)) = 0 ⇒ ∂g

∂xi
(x, v(x)) +

∂g

∂v
(x, v(x))

(
∂v

∂xi
(x)

)
= 0.

Euler-Lagrange equation: ∀h ∈ V, ∂E

∂v
(x, v(x)) (h) =

(
∂g

∂v
(x, v(x))(h), λ(x)

)
W

.

Therefore
∂W

∂xi
(x) =

∂E

∂xi
(x, v(x))−

(
∂g

∂xi
(x, v(x)), λ(x)

)
W

.
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Warning: weird things can happen in infinite dimension!
• in an infinite dimensional Hilbert space V , a function E : V → R can be

continuous and go to +∞ at infinity, and nevertheless have no minimizer

V =

{
v = (vn)n∈N ∈ RN | ‖v‖22 =

∑
n∈N

|vn|2 <∞

}
, E(v) =

(
‖v‖22 − 1

)2
+
∑
n∈N

v2n
1 + n

;

• this cannot happen under the additional assumption that E is convex;
• if V is not a Hilbert space, but simply a Banach space (that is a complete

normed vector space), then this can happen even if E is convex;

• in an infinite dimensional Hilbert space V , a critical point v of a C∞

functional E : V → R can be such that ∇E(v) = 0 and D2E(v) positive
definite, and nevertheless not be local minimum of E;
• in an infinite dimensional Hilbert space V , a global minimizer u of a

functionalE : V → R twice differentiable at u can be such that∇E(u) =
0 and [D2E(u)](h, h) ≥ ‖h‖2V , and nevertheless not be a strict global
minimizer of E (i.e the unique minimizer of E in the vicinity of u).
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The finite dimensional case (H = Cd)

The spectrum of a matrix A ∈ Cd×d is the finite set

σ(A) =
{
z ∈ C | (zId − A) ∈ Cd×d non-invertible

}
.

As Cd is finite dimensional, (zId − A) non-invertible⇔ (zId − A) non-injective:

σ(A) =
{
z ∈ C | ∃x ∈ Cd \ {0} s.t. Ax = zx

}
= {eigenvalues of A} .

A matrixA ∈ Cd×d is called hermitian ifA∗ = A (i.e. Aij = Aji, ∀1 ≤ i, j ≤ d).

Key properties of hermitian matrices:

• the spectrum of a hermitian matrix is real: σ(A) ⊂ R;

• any hermitian matrix A can be diagonalized in an orthonormal basis:

A =

d∑
i=1

λixix
∗
i , λi ∈ σ(A) ⊂ R, xi ∈ Cd, x∗ixj = δij, Axi = λixi;

• there exists a functional calculus for hermitian matrices.
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Functional calculus for hermitian matrices

Let A be a hermitian matrix of Cd×d such that

A =

d∑
i=1

λixix
∗
i , λi ∈ σ(A) ⊂ R, xi ∈ Cd, x∗ixj = δij, Axi = λixi.

For any f : R→ C, the matrix

f (A) :=

d∑
i=1

f (λi)xix
∗
i

is independent of the choice of the spectral decomposition of A.

This definition agrees with the usual definition of f (A) for f (λ) =

n∑
k=0

αkλ
k:

f (A) :=

d∑
i=1

f (λi)xix
∗
i =

d∑
i=1

(
n∑
k=0

αkλ
k
i

)
xix
∗
i =

n∑
k=0

αk

(
d∑
i=1

λki xix
∗
i

)
=

n∑
k=0

αkA
k.

Most of the nice properties of hermitian matrices are also valid for self-
adjoint operators in (infinite dimensional) Hilbert spaces.
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References:

• E.B. Davies, Linear operators and their spectra, Cambridge University
Press 2007.
• B. Helffer, Spectral theory and its applications, Cambridge University

Press 2013.
•M. Reed and B. Simon, Modern methods in mathematical physics, Vol. 1,

2nd edition, Academic Press 1980.

Notation: from now on,H denotes a separable complex Hilbert space, 〈·|·〉
its scalar product, and ‖ · ‖ the associated norm.

A Hilbert spaceH is called separable if it admits a countable dense subset.

An infinite dimensional Hilbert spaceH is separable if and only if it admits
an orthonormal basis (en)n∈N, that is
• 〈en|em〉 = δmn for all m,n ∈ N;

• for all v ∈ H, we have v =
∑
n∈N

〈en|v〉 en and ‖v‖2 =
∑
n∈N

|〈en|v〉|2 (Parseval).



1 - Linear operators on a Hilbert space - Self-adjointness



1 - Linear operators on a Hilbert space - Self-adjointness 6
.

Reminder: bounded linear operators

Definition-Theorem (bounded linear operator). A bounded operator on H
is a continuous linear map A : H → H, that is a linear map satisfying

‖A‖ := sup
u∈H\{0}

‖Au‖
‖u‖

<∞.

The set B(H) of the bounded operators onH is a non-commutative algebra
and ‖ · ‖ is a norm on B(H).

Definition-Theorem (adjoint of a bounded linear operator). Let A ∈ B(H).
The operator A∗ ∈ B(H) defined by

∀(u, v) ∈ H ×H, 〈u|A∗v〉 = 〈Au|v〉,
is called the adjoint of A. The operator A is called self-adjoint if A∗ = A.
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(Non necessarily bounded) linear operators on Hilbert spaces

Definition (linear operator). A linear operator onH is a linear map
A : D(A)→ H, where D(A) is a subspace ofH called the domain of A.
Note that bounded linear operators are particular linear operators.

Definition (extensions of operators). LetA1 andA2 be operators onH. A2 is
called an extension of A1 if D(A1) ⊂ D(A2) and if ∀u ∈ D(A1), A2u = A1u.

Definition (unbounded linear operator). An operator A on H which does
not possess a bounded extension is called an unbounded operator onH.

Definition (symmetric operator). A linear operator A on H with dense
domain D(A) is called symmetric if

∀(u, v) ∈ D(A)×D(A), 〈Au|v〉 = 〈u|Av〉.

Symmetric operators are not very interesting. Only self-adjoint operators
represent physical observables and have nice mathematical properties:
• real spectrum;
• spectral decomposition and functional calculus.
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Definition (adjoint of a linear operator with dense domain). Let A be a
linear operator onH with dense domain D(A), and D(A∗) the vector space
defined as

D(A∗) = {v ∈ H | ∃wv ∈ H s.t. ∀u ∈ D(A), 〈Au|v〉 = 〈u|wv〉} .
The linear operator A∗ onH, with domain D(A∗), defined by

∀v ∈ D(A∗), A∗v = wv,

(if wv exists, it is unique since D(A) is dense) is called the adjoint of A.
This definition agrees with the one for bounded operators given on Slide 6.

Definition (self-adjoint operator). A linear operator A with dense domain
is called self-adjoint if A∗ = A (that is if A symmetric and D(A∗) = D(A)).

Case of bounded operators:

symmetric⇔ self-adjoint.

Case of unbounded operators:

symmetric (easy to check) ;
⇐ self-adjoint (sometimes difficult to check)
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Schrödinger operators commonly encountered in quantum physics

• Free particle Hamiltonian

H = L2(Rd), D(T ) = H2(Rd), ∀u ∈ D(T ), Tu = −1

2
∆u.

• Schrödinger operators with confining potential V ∈ C0(Rd) s.t. V (r) −→
|r|→+∞

+∞

H = L2(Rd), D(H) =

{
u ∈ L2(Rd) | − 1

2
∆u + V u ∈ L2(Rd)

}
∀u ∈ D(H), Hu = −1

2
∆u + V u.

• Schrödinger operators with uniformly locally L2 potentials in 3D. Let

V ∈ L2
unif(R3,R) :=

{
u : R3 → R | sup

r∈R3

ˆ
r+[0,1]3

|u|2 <∞
}

and

H = L2(R3), D(H) = H2(R3), ∀u ∈ D(H), Hu = −1

2
∆u + V u.

All these operators are self-adjoint.
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Definition-Theorem (spectrum of a closed operator). Let A be a closed1

linear operator onH.

• The open set ρ(A) = {z ∈ C | (zI − A) : D(A)→ H invertible} is called
the resolvent set of A.

• The closed set σ(A) = C \ ρ(A) is called the spectrum of A.

• If A is self-adjoint, then σ(A) ⊂ R and it holds

σ(A) = σp(A) ∪ σc(A),

where σp(A) and σc(A) are respectively
– the point spectrum of A

σp(A) = {z ∈ C | (zI − A) : D(A)→ H non-injective} = {eigenvalues of A};

– the continuous spectrum of A

σc(A) = {z ∈ C | (zI − A) : D(A)→ H injective but non surjective}.

1 The operator A is called closed if its graph Γ(A) := {(u,Au), u ∈ D(A)} is a closed subspace ofH×H.
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On the physical meaning of point and continuous spectra

Theorem (RAGE, Ruelle ’69, Amrein and Georgescu ’73, Enss ’78).

Let H be a locally compact self-adjoint operator on L2(Rd).
[Ex.: the Hamiltonian of the hydrogen atom satisfies these assumptions.]

LetHp = Span {eigenvectors of H} andHc = H⊥p .
[Ex.: for the Hamiltonian of the hydrogen atom, dim(Hp) = dim(Hc) =∞.]

Let χBR be the characteristic function of the ball BR =
{
r ∈ Rd | |r| < R

}
.

Then

(φ0 ∈ Hp) ⇔ ∀ε > 0, ∃R > 0, ∀t ≥ 0,
∥∥∥(1− χBR)e−itH/~φ0

∥∥∥2

L2
≤ ε;

(φ0 ∈ Hc) ⇔ ∀R > 0, lim
T→+∞

1

T

ˆ T

0

∥∥∥χBRe−itH/~φ0

∥∥∥2

L2
dt = 0.

Hp : set of bound states, Hc : set of scattering states.
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Definition. Let A be a closed linear operator onH. Then

σ(A) = σd(A) ∪ σess(A)

(disjoint union) where

σd(A) = {isolated eigenvalues of A with finite multiplicity} (discrete spectrum)
σess(A) = σ(A) \ σd(A) (essential spectrum)

The essential spectrum therefore consists of
• the continuous spectrum;
• the eigenvalues of infinite multiplicities;
• the eigenvalues embedded in the continuous spectrum.

The notions of discrete and essential spectra are extremely important to
understand the numerical approximations of the spectra of Schrödinger,
Hartree-Fock, Kohn-Sham or Dirac Hamiltonians.
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Spectra of Schrödinger operators with confining potentials

H = L2(Rd), V ∈ C0(Rd), lim
|r|→+∞

V (r) = +∞ (confining potential)

D(H) =

{
u ∈ L2(Rd) | − 1

2
∆u + V u ∈ L2(Rd)

}
, ∀u ∈ D(H), Hu = −1

2
∆u+V u.

H is bounded below and its spectrum is purely discrete (σd(H) = σ(H), σess(H) = ∅).

As a consequence, H is diagonalizable in a orthonormal basis: there exist
• a non-decreasing sequence (En)n∈N of real numbers going to +∞;
• an orthonormal basis (ψn)n∈N ofH composed of vectors of D(H),

such that
∀n ∈ N, Hψn = Enψn.

In addition, the ground state eigenvalue E0 is non-degenerate and the cor-
responding eigenvector can be chosen positive on Rd.
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Spectra of 3D Schrödinger operators with potentials decaying at infinity

V such that ∀ε > 0, ∃(V2, V∞) ∈ L2(R3)×L∞(R3) s.t. V = V2+V∞ and ‖V∞‖L∞ ≤ ε,

H = L2(R3), D(H) = H2(R3), ∀u ∈ D(H), Hu = −1

2
∆u + V u.

The operator H is self-adjoint, bounded below, and σess(H) = [0,+∞).

Depending on V , the discrete spectrum of H may be
• the empty set;
• a finite number of negative eigenvalues;
• a countable infinite number of negative eigenvalues accumulating at 0

(ex: Ridberg states).

If H has a ground state, then its energy is a non-degenerate eigenvalue and
the corresponding eigenvector can be chosen positive on Rd.
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The special case of Kohn-Sham LDA Hamiltonians

Hρ = −1

2
∆+V KS

ρ with V KS
ρ (r) = −

M∑
k=1

zk
|r−Rk|

+

ˆ
R3

ρ(r′)

|r− r′|
dr′+

deLDA
xc

dρ
(ρ(r))

For any ρ ∈ L1(R3)∩L3(R3), the KS potential V KS
ρ satisfies the assumptions

of the previous slide. In particular Hρ is bounded below and σess(Hρ) = [0,+∞).

Let Z =

M∑
k=1

zk be the total nuclear charge of the molecular system and N =

ˆ
R3
ρ.

• If N < Z (positive ion), Hρ has a countable infinite number of negative
eigenvalues accumulating at 0.
• If N = Z (neutral molecular system) and if ρ is a ground state density

of the system, then Hρ has at least N non-positive eigenvalues.
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Spectra of Hartree-Fock Hamiltonians

Let Φ = (φ1, · · · , φN) ∈ (H1(R3))N be such that
ˆ
R3
φiφj = δij,

γ(r, r′) =

N∑
i=1

φi(r)φi(r
′), ργ(r) = γ(r, r) =

N∑
i=1

|φi(r)|2.

H = L2(R3), D(H) = H2(R3),

(Hφ)(r) = −1

2
∆φ(r)−

M∑
k=1

zk
|r−Rk|

φ(r)+

(ˆ
R3

ργ(r
′)

|r− r′|
dr′
)
φ(r)−

ˆ
R3

γ(r, r′)

|r− r′|
φ(r′) dr′

LetZ :=
∑M

k=1 zk. The operator H is self-adjoint, bounded below, and we have:
• σess = [0,+∞);
• if N < Z (positive ion), H has a countable infinite number of negative

eigenvalues accumulating at 0;
• if N = Z (neutral molecular system) and if Φ is a HF minimizer of the

system, thenH has at leastN negative eigenvalues (counting multiplicities).
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Spectra of N -body electronic Schrödinger Hamiltonians

HN = −
N∑
i=1

1

2
∆ri−

N∑
i=1

M∑
k=1

zk
|ri −Rk|

+
∑

1≤i<j≤N

1

|ri − rj|
on H =

N∧
L2(R3,C2)

(Pauli principle)

Zhislin’s theorem: ifN ≤
M∑
k=1

zk (neutral or positively charged system), then

σ(HN) =
{
E0
N ≤ E1

N ≤ E2
N ≤ · · ·

}
∪[ΣN ,+∞), with Σ1 = 0 and ΣN < 0 if N ≥ 2.

{R }
k

Excited statesGround state

Essential spectrum

Ε

Σ
0 {R }

k

In addition, ΣN = E0
N−1 (HVZ theorem).
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Spectra of Dirac Hamiltonians

H = L2(R3;C4), D(D0) = H1(R3;C4), D0 = c~p · ~α + mc2β

pj = −i~∂j, αj =

(
0 σk
σk 0

)
∈ C4×4, β =

(
I2 0
0 −I2

)
∈ C4×4

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(Pauli matrices)

The free Dirac operator D0 is self-adjoint and

σ(D0) = σac(D0) = (−∞,−mc2] ∪ [mc2,+∞).
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Theorem. Let α := e2

4πε0~c
' 1/137.036 be the fine structure constant. Let

DZ = D0 −
Z

|r|
, Z ∈ R (physical cases: Z = 1, 2, 3, · · · ).

• if |Z| <
√

3
2α ' 118.677, the Dirac operator DZ is essentially self-adjoint

(meaning that there exists a unique domainD(DZ) containingC∞c (R3;C4)
for which DZ is self-adjoint);

• if |Z| >
√

3
2α ' 118.677, DZ has many self-adjoint extensions;

• if |Z| < 1
α ' 137.036, DZ has a special self-adjoint extension, considered

as the physical one. The essential spectrum of this self-adjoint exten-
sion is (−∞,−mc2] ∪ [mc2,+∞) and its discrete spectrum consist of the
eigenvalues

Enj = mc2

1 +

 Zα

n− j − 1
2 +
√

(j + 1
2)2 − Z2α2


2

−1/2

, n ∈ N∗, j =
1

2
,
3

2
,
5

2
, · · · ≤ n−1

2
.

Many-body Dirac-Coulomb Hamiltonian are not understood mathematically.
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Diagonalizable self-adjoint operators and Dirac’s bra-ket notation

LetA be a self-adjoint operator that can be diagonalized in an orthonormal
basis (en)n∈N (this is not the case for many useful self-adjoint operators!).

Dirac’s bra-ket notation: A =
∑
n∈N

λn|en〉〈en|, λn ∈ R, 〈em|en〉 = δmn.

Then,
• the operator A is bounded if and only if ‖A‖ = supn |λn| <∞;
•D(A) =

{
|u〉 =

∑
n∈N un|en〉 |

∑
n∈N(1 + |λn|2)|un|2 <∞〉

}
;

• σp(A) = {λn}n∈N and σc(A) =
{

accumulation points of {λn}n∈N
}
\σp(A);

• Hp = H andHc = {0} (no scattering states);
• functional calculus for diagonalizable self-adjoint operators: for all
f : R→ C, the operator f (A) defined by

D(f (A)) =

{
|u〉 =

∑
n∈N

un|en〉 |
∑
n∈N

(1 + |f (λn)|2)|un|2 <∞〉

}
, f (A) =

∑
n∈N

f (λn)|en〉〈en|

is independent of the choice of the spectral decomposition of A.
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Theorem (functional calculus for bounded functions). Let B(R,C) be the
∗-algebra of bounded C-valued Borel functions on R and let A be a self-
adjoint operator onH. Then there exists a unique map

ΦA : B(R,C) 3 f 7→ f (A) ∈ B(H)

satisfies the following properties:

1. ΦA is a homomorphism of ∗-algebras:

(αf +βg)(A) = αf (A) +βg(A), (fg)(A) = f (A)g(A), f (A) = f (A)∗;

2. ‖f (A)‖ ≤ sup
x∈R
|f (x)|;

3. if fn(x)→ x pointwise and |fn(x)| ≤ |x| for all n and all x ∈ R, then

∀u ∈ D(A), fn(A)u→ Au inH;

4. if fn(x)→ f (x) pointwise and supn supx∈R |fn(x)| <∞, then

∀u ∈ H, fn(A)u→ f (A)u inH;

In addition, if u ∈ H is such that Au = λu, then f (A)u = f (λ)u.
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Theorem (spectral projections and functional calculus).
Let A be a self-adjoint operator onH.

• For all λ ∈ R, the bounded operator PA
λ := 1]−∞,λ](A), where 1]−∞,λ](·)

is the characteristic function of ]−∞, λ], is an orthogonal projection.

• For any (u, v) ∈ H × H, λ 7→ 〈u|PA
λ u〉 is the distribution function of a

finite positive Borel measure on R, and λ 7→ 〈v|PA
λ u〉 is the distribution

function of a finite complex Borel measure on R.

• Spectral decomposition of A: for all u ∈ D(A) and v ∈ H, it holds

〈v|Au〉 =

ˆ
R
λ d〈v|PA

λ u〉, which we denote by A =

ˆ
R
λ dPA

λ .

• Functional calculus: let f be a (not necessarily bounded) C-valued Borel
function on R. The operator f (A) can be defined by

D(f (A)) :=

{
u ∈ H |

ˆ
R
|f (λ)|2 d〈u|PA

λ u〉 <∞
}
,

∀(u, v) ∈ D(f (A))×H, 〈v|f (A)u〉 :=

ˆ
R
f (λ) d〈v|PA

λ u〉.


